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Abstract: 

Content balancing is often a practical consideration in the design of computerized adaptive test-
ing (CAT). This study compared three content balancing methods, namely, the constrained CAT 
(CCAT), the modified constrained CAT (MCCAT), and the modified multinomial model (MMM), 
under various conditions of test length and target maximum exposure rate. Results of a series of 
simulation studies indicate that there is no systematic effect of content balancing method in mea-
surement efficiency and pool utilization. However, among the three methods, the MMM appears to 
consistently over-expose fewer items. 
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Computerized Adaptive Testing: A Comparison of 
Three Content Balancing Methods

In the past two decades, the advancement in computer technology and psycho-
metric theories has accelerated the change of test format from conventional paper-
and-pencil tests to computerized adaptive testing (CAT)ı. In CAT, each examinee is 
presented with a tailor-made test in which one item at a time is adaptively selected 
on the basis of the currently available estimate of the examinee’s ability (Lord, 
1980; Weiss, 1982). One of the main advantages of this type of assessment over 
paper-and-pencil testing is that CAT enables more efficient and precise trait esti-
mation (Owen, 1975; Wainer et al., 1990; Weiss, 1982). That is, it provides a means 
for more precisely estimating each student’s ability in a particular domain without 
extending the length of the test. 

Unfortunately, this assessment system is not without concerns. Perhaps the 
most salient issues raised in regards to the extended use of CAT are item overex-
posure and face validity (Leung, Chang, & Hau, 2000). Depending on the item 
selection algorithm used in CAT application programs, particular items in the 
item pool may be over-selected. That is, items that provide the most discriminat-
ing information to the CAT system about the examinee’s ability may be adminis-
tered to numerous participants and become familiar to test takers prior to testing, 
thus diminishing test security and reliability. In addition, if items are found to be 
over-selected and risk exposure, additional item development will be required, in 
effect increasing costs for CAT maintenance. It is inefficient to require additional 
development of items while a large proportion of the item pool remains unused. 
To limit overexposure and its effects, the item selection method needs to select 
discriminating items while considering pool utilization. 

Item selection is also confounded by non-statistical issues such as content bal-
ancing. By nature of an adaptive test, examinees sitting to take the same test will be 
administered different items but each must receive the same distribution of items 
by content area. For example, for a 28 item mathematics test it would not be valid 
to administer 28 items on arithmetic to one student and 28 items on geometry to 
another. There must be a balance across content areas or domains measured. 

As Davey and Parshall (1995) indicate, CAT may have conflicting goals of max-
imizing test efficiency and limiting the overexposure of individual items, while 
at the same time measuring the identical composite of traits across examinees 
through administration of items with the same content properties. Several meth-
ods have been developed in striving to achieve content balancing while maintain-
ing test efficiency and controlling the exposure rate of items. To develop a better 
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understanding of how well different CAT program algorithms function, this simu-
lation study evaluated the performance of three content balancing methods under 
different conditions of length and item exposure. 

Content Balancing Methods

The three content balancing methods examined in this study include the con-
strained CAT (CCAT), the modified multinomial model (MMM), and the modi-
fied constrained CAT (MCCAT). Kingsbury and Zara (1989) proposed the popular 
constrained CAT (CCAT) method. This content-balancing algorithm selects the 
most optimal item from the content area with the current exposure rate farthest 
below its target administration percentage. Chen, Ankenmann, and Spray (1999) 
argued that the CCAT may yield undesirable order effects as the sequence of con-
tent areas is highly predictable. Instead, they developed a modified multinomial 
model (MMM) to meet the balanced content requirement. Subsequently, Leung, 
Chang, and Hau (2000) proposed a modified constrained CAT (MCCAT) to elimi-
nate the predictability of the sequence of content areas of CCAT and to satisfy the 
practical constraint of content balancing as well. The degree to which each method 
is beneficial continues to be studied in light of item selection and item exposure 
control.

Efficiency and Exposure Control

To attain high efficiency in CAT, many item selection algorithms adopt an 
approach in which an item is selected if it has the maximum Fisher information 
at the current ability estimate based on the responses to previously administered 
items. Item information increases as the item difficulty approaches the examinee’s 
ability, the discrimination parameter increases, and the probability of guessing cor-
rectly is close to zero (Hambleton & Swaminathan, 1985, pp. ı04–ı05). Unfortu-
nately, it has been noted that this information criterion would cause unbalanced 
item exposure distributions (Davey & Parshall, 1995; McBride & Martin, 1983; 
Sympson & Hetter, 1985; van der Linden, 1998). By selecting the item that has the 
maximum Fisher information, the program is selecting the item that will provide 
the most information of value at the given ability level. Thus, highly discriminat-
ing items may be overly exposed while some less discriminating items may never 
be used. As described previously, overexposing items introduces the possibility of 
damaged test security and of increased cost in developing and maintaining item 
pools.

To directly control the exposure rate of frequently selected items in maximum 
information item selection, Sympson and Hetter’s (1985) probabilistic method, 
known as the SH method, is utilized. While the SH method has proven to be 
capable of controlling overexposure, it should be noted that this method cannot 
directly increase the usage of those items that are rarely selected. Acknowledging 
these limitations, the SH method provides a usable construct for reducing item 
overexposure at target rates through an exposure control algorithm.
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Prior Research on Item Selection and Content Balancing

Prior research has been conducted comparing the three content-balancing 
methods using three different item selection designs: multi-stage a-stratified 
design (ASTR), a-stratified with b-blocking design (BASTR), and content-strati-
fied, a-stratified with b-blocking design (CBASTR). In essence the three designs 
build on each other such that the ASTR, which was proposed by Chang and Ying 
(1999), partitions items into several strata in an ascending order of the item dis-
crimination (a) parameter. Each test administered consisted of matching numbers 
of stages and strata, with items of the first stage being selected from the first stra-
tum that mainly contains less discriminating items, and so on. One major ratio-
nale for such a design is that in early stages, the gain in information by using the 
most informative item may not be realized because the ability estimation is still 
relatively inaccurate. Thus, items with high discrimination values are saved for 
later stages. Through simulation studies, the ASTR has been shown to be effective 
in both reducing item-overexposure rate and enhancing pool utilization. BASTR 
extends ASTR by first dividing pools of items into several strata based on b param-
eter (item difficulty) and then stratifying by the a parameter (Chang, Qian, & Ying, 
2001). Yi and Chang (in press) extended BASTR by dividing items into strata based 
on three factors, namely content, b parameter, and then a parameter. The research 
on content balancing under these different stratification designs indicates that the 
CCAT, MMM, and MCCAT have similar effects on measurement efficiency but the 
CCAT is consistently less effective than the other two methods in terms of pool uti-
lization and control of item overexposure rate (Leung, Chang, & Hau, 2003). The 
current research study examined the same three content balancing methods using 
the maximum information item selection method. In the discussion, the results 
of this current simulation study and the prior study, comparing content balanc-
ing methods using various stratification designs, will be compared and contrasted, 
elaborating on the effectiveness of each method in addressing the issues of item 
exposure and face validity.
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Method

Content Balancing Methods

The three content balancing methods studied are as follows:

(ı)  The Constrained CAT (CCAT): The selection of an optimal item is 
restricted to the content area with current exposure rate farthest below 
its target percentage for the test. 

(2) The Modified Multinomial Model (MMM): A cumulative distribution 
is first formed based on the target percentages of the content areas 
that sum to 1.0. Then, a random number from the uniform distribu-
tion U(0,1) is used to determine the corresponding content area in the 
cumulative distribution where the next optimal item will be selected. 
When a content area has reached its target percentage, a new multino-
mial distribution is formed by adjusting the unfulfilled percentages of 
the remaining content areas. As random mechanism is incorporated 
in this method, the sequence of content areas varies.

(3) The Modified Constrained CAT (MCCAT): Instead of being restricted 
to the content area that has current exposure rate farthest below its 
target percentage, an optimal item can be chosen from all the content 
areas that still have quota not fully used up. As a result, the undesir-
able order effect of CCAT is eliminated.

Exposure Control

The foundation of the SH control algorithm rests on the concept of conditional 
probability: P(A) = P(A|S)*P(S), where P(S) is the probability that the item selected 
is the best next item for a randomly sampled examinee from a typical population, 
and P(A|S) is the probability that the item is administered when selected. The pro-
cedure attempts to control P(A), the overall probability that an item is administered, 
by assigning an exposure control parameter P(A|S) to the item. The exposure con-
trol parameters for all items are determined through a series of prior adjustment 
simulations so that the probability of administration for each item is restricted to 
the pre-specified maximum exposure rate (Sympson & Hetter, 1985).

Simulation Design

Item pool: A pool of 700 calibrated mathematics items from four major content 
areas was used. The content areas included Numbers, Measurement, Data 
Handling, and Geometry which contained 234, ı66, ı50, and ı50 items, respec-
tively.

Test length: To investigate the effect of the content balancing methods on short, 
moderate, and long tests, three test lengths of respectively ı6, 28, and 40 items 
were studied.
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Content specifications: For each ı6-item test, the numbers of items from the four 
content areas (Numbers, Measurement, Data Handling, and Geometry) were 
6, 4, 3, and 3. The numbers of items from Numbers, Measurement, Data Han-
dling, and Geometry were ıı, 7, 5, and 5, respectively, for the test of 28 items, and 
ı4, ı0, 8, and 8, respectively, for the test of 40 items.

Exposure rate: Two target maximum exposure rates of .ı and .2, respectively repre-
senting stringent and less stringent exposure control conditions, were studied.

Ability traits: A sample of 5000 simulees with abilities (θs) randomly generated 
from N(0,1) was drawn. Each simulee received an adaptive test from each of the 
ı8 combinations (3 methods x 3 test lengths x 2 exposure rates) of conditions. 

Ability estimation: An interim Bayes estimate of θ was used during testing and then 
a final estimate was obtained by maximum likelihood estimation.

Evaluative Criteria
The performances of the content balancing methods were evaluated in terms 

of (i) correlation of true and estimated theta, (ii) average bias, (iii) mean square 
error, (iv) scaled chi-square statistic (Chang & Ying, 1999), (v) number of under-
utilized items, and (vi) number of over-exposed items.

Correlation of True and Estimated Theta

Irrespective of the item selection design, CAT should always provide highly 
correlated estimates for individual examinee abilities, otherwise the test results 
could not be reliably used for inference or decision-making. In this study, Pearson 
correlation coefficient was used for comparison.

Average Bias and Mean Square Error

Bias was estimated using Formula ı. For Equation ı, we let θi, i = ı,…, N be the 
true abilities of N examinees and i�̂  be the respective estimators from the CAT. 
Then the estimated bias is computed as

���� = �
�

�
N

i
iiN 1

)ˆ(
1 ��

 (1)

Mean square error (MSE) was calculated using Equation 2:

��� = �
�

�
N

i
iiN 1

2)ˆ(1 ��
 (2)

A smaller bias and MSE indicates a better item selection method.
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Scaled Chi-Square Statistics

Chang and Ying (1999) have proposed that a uniform exposure rate distribu-
tion should be the most desirable in order to have a maximum item pool utiliza-
tion. They introduced a scaled chi-square to measure the overall item pool usage 
efficiency. Equation ı reflects the discrepancy between the observed and the ideal 
exposure rates.

�
�

�
�

N

j

jer

1

2

2�
N
L
N
L

 (3)

If the entire pool size is N and the test length is L, then the optimum uniform 
exposure rate is NL . jer  represents the observed exposure rate for the j th item. As 2�  
decreases in value, pool utilization improves and the utility of the item selection 
method increases.

Under-Utilized and Over-Exposured Items

The exposure rate of an item is defined as the ratio of the number of times 
the item is administered to examinees over the total number of examinees taking 
the test. If there are too many items with low exposure rates, then the item pool is 
not well utilized, which challenges directly the cost effectiveness of the item pool 
and the appropriateness of the item selection method. In this study, an item was 
considered as under-utilized if its exposure rate was below .02. The smaller the 
number of under-utilized items, the better the item selection method is.

If an item has a high exposure rate, then the item has a greater risk of being 
known to prospective examinees, which in turn would cause test security and 
validity problems. Here an item was considered as overly exposed if its exposure 
rate was greater than the corresponding target maximum exposure rate (.ı or .2, 
depending upon the trial). The smaller the number of over-exposed items, the 
better the item selection method performs.

Results
The results of the study are summarized in Table ı. As seen in Table ı, all three 

content balancing methods yielded estimated thetas that are highly correlated with  
examinees’ “true” ability. Across all three methods, the correlations are nearly 
identical for a given test. As expected, the correlations increase as the test length 
increases. Similarly, the correlations are slightly higher when the target exposure 
rate is set as .2 as compared to .ı.

As seen in Table ı, the estimated bias for all three content balancing methods 
are close to zero, indicating that all three methods appear virtually unbiased. In 
addition, the MSE are relatively small for all three methods. Again, not surprising, 
the MSEs decrease as the test lengths increase and as the target maximum expo-
sure rate increases from .ı to .2.



Computer Adaptive Testing: A Comparison of Three Content Balancing Methods Leung, Chang, & Hau

9

J·T·L·A

Table 1 Summary Statistics for Three Content Balancing Methods

CCAT MMM MCCAT

16-item test r = .1 (r = .2) r = .1 (r  = .2) r = .1 (r = .2)

Correlation .954 (.961) .954 (.960) .955 (.960)

Bias -.006 (.009) .005 (.008) .007 (.005)

MSE .102 (.089) .101 (.089) .101 (.090)

Scaled 
2� 48.9 (98.3) 47.6 (95.2) 47.7 (95.5)

N(exp<.02) 521 (583) 520 (576) 520 (578)

N(exp>r) 60 (29) 52 (21) 55 (23)

28-item test

Correlation .971 (.975) .970 (.973) .970 (.975)

Bias -.000 (.003) -.001 (.004) -.001 (.001)

MSE .064 (.053) .065 (.054) .064 (.053)

Scaled 
2� 37.7 (90.8) 37.1 (88.7) 37.0 (88.3)

N(exp<.02) 393 (501) 380 (499) 386 (498)

N(exp> r) 119 (44) 108 (37) 109 (35)

40-item test

Correlation .976 (.981) .975 (.980) .976 (.981)

Bias .003 (.002) .005 (-.002) -.004 (.000)

MSE .054 (.040) .054 (.040) .054 (.040)

Scaled 
2� 27.7 (80.7) 26.1 (80.5) 26.2 (80.2)

N(exp<.02) 271 (432) 258 (432) 260 (430)

N(exp> r) 178 (65) 157 (55) 171 (64)

With respect to pool utilization, the CCAT yielded slightly higher values in 
scaled 

2�  and larger numbers of under-utilized items than the MMM and the 
MCCAT. Nevertheless, the difference appears relatively minor as reflected in Fig-
ures ı and 2. As evidenced by larger 

2�  values and larger numbers of under-utilized 
items, the item exposure distribution becomes more skewed when the target maxi-
mum exposure rate increases from .ı to .2. To the contrary, when the test length 
increases, the item exposure distribution becomes more even. 
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Figure 1
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Figure 1: Chi-square statistics across content balancing method and test length for target maximum exposure 
rates of .1 and .2.

Figure 2
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Figure 2: Number of under-utilized items across content balancing method and test length for target maximum 
exposure rates of .1 and .2.
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As seen in Figure 3, the MMM method yielded fewer over-exposed items while 
the CCAT generally produced the most over-exposed items. As test length increased, 
the discrepancy between the numbers of over-exposed items also increased among 
the three methods. It should also be noted that the number of over-exposed items 
was noticeably smaller for all three methods when the target exposure rate was set 
at .2 as compared to .ı.

Figure 3
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Figure 3: Number of over-exposed items across content balancing method and test length for target maximum 
exposure rates of .1 and .2.

Note. Y-axis scales differ in a and b.
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Discussion
Content balancing is a common requirement of many large-scale educational 

tests. Prior research has examined the performance of three content balancing 
methods (CCAT, MMM, and MCCAT) under three different stratification condi-
tions (ASTR, BASTR, and CBASTR). This prior research found that all three con-
tent balancing methods yielded similar correlations between estimated and “true” 
ability and produced comparable bias and mean squared error estimates across all 
three stratification conditions. Differences, however, were found with respect to 
item pool utilization, such that the MMM method generally performed best across 
all three stratification designs. This prior research focused on a test containing 
35 items and a targeted maximum item exposure of .2 (Leung, Chang, & Hau, 
2003). 

The study presented in this article compared the performance of CCAT, MMM, 
and MCCAT under a single condition of item selection design (maximum infor-
mation selection SH method) but under three different test lengths (ı6, 28, and 40 
items) and two target exposure control levels (.ı and .2). Results of the present study 
indicate that the three content balancing methods, when used in conjunction with 
the traditional maximum information selection approach, offered comparable esti-
mation accuracy and precision in terms of MSE, bias, and correlation coefficient. 
This finding is consistent with prior research that found that all three methods 
resulted in similar measurement efficiency when used in conjunction with three 
different stratification designs (Leung, Chang, & Hau, 2003). In addition, the pres-
ent study also found that the test length and target maximum exposure rate are two 
significant factors that affect measurement performance. Specifically, the present 
study found that accuracy and precision increased as test length increased from 
ı6 to 28 to 40 items. Similarly, the accuracy and precision increased as the target 
maximum exposure rate increased from .ı to .2.

Similar to prior research (Leung, Chang, & Hau, 2003), the three content bal-
ancing methods examined in this study resulted in different numbers of over-
exposed items. As found previously, CCAT generally resulted in higher numbers 
of over-exposed items. In contrast, the MMM method tended to over-expose a 
smaller number of items and thus appears to be favorable with respect to item 
security control. 

It should also be noted that the content area of items presented via the CCAT 
method was highly predictable. In general, the first few items in each test pre-
sented via CCAT came from the content area with the largest pre-specified percent-
age. The content of subsequent items then tended to cycle in a predictable manner. 
Again, this finding is consistent with the prior research.

The results of the present study and the prior research differ with respect to pool 
utilization. When employing a maximum information item selection approach, the 
three content balancing methods showed no difference in terms of the scaled chi-
square statistics, an indicator of pool utilization. However, when used in conjunc-
tion with three different stratification designs (ASTR, BASTR, and CBASTR), the 
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content balancing method appeared to have a systematic effect on pool utilization: 
The CCAT generally performed worse while MMM performed best in conjunction 
with these three stratification designs. One possible explanation for the difference 
is that the maximum information item selection ignores content sequence and 
instead focuses on selecting items that are highly discriminating within a given 
content area, whether selected at random via the MMM method or in sequence via 
the CCAT method. In contrast, the stratified designs utilize highly discriminating 
items in a progressive way by stratifying items into several groups and dividing a 
test into matching number of stages. Since the MMM ignores content sequence 
at the start of the test and modifies the probability with which a content area is 
selected as the test proceeds, the MMM involves more items within each stratum. 
On the contrary, by imposing a regular sequence to the content of the items, the 
CCAT restricts the number of items eligible for selection within each stratum each 
time an item is selected. By decreasing the pool of eligible items in a systematic 
manner, the CCAT appears to reduce overall pool utilization when used in con-
junction with the three stratification designs. 

The current findings, together with those of prior research, suggest that the 
MMM reduces the predictability of item content sequence and the number of over-
exposed items, regardless of the item selection approach, test length, or target max-
imum item exposure rate. However, since the present study involves only one item 
pool, the advantages of the MMM over the other two methods need to be cross-
examined using different item pools and under additional testing conditions. 
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Endnote
 ı CAT was first developed under the item response theory models (Lord, 1970).  
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