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I N T R O D U C T I O N 

For millennia, the power of creation has been the preroga-
tive of omnipotent divinities. With the advent of computer 
and artificial intelligence (A.I.), man is slowly replacing the 
gods as the givers of consciousness and intelligence. 
Before science fiction writers can fantasize about A.I.'s 
plan for global domination, however, computer scientists 
must answer one of the most important questions about 
A . I . : "Can A . I . imagine?" And the answer is no. The ability 
to imagine denotes a consciousness that sees beyond itself 
and recognizes the infinite possibilities of the world. 
Without this faculty, any self-professed intelligence cannot 
qualify as a truly independent conscious being. The two 
current approaches to A . I programming—Formalism and 
Bottom-Up—are incapable of duplicating the creative or re-
flective power of imagination. Neither is it conceivable that 
programmers wi l l come up with an algorithm that can rep-
resent imagination. The logician Kurt Godel's incomplete-
ness theorem demonstrates the inherent weakness of com-
puter algorithm and its confining boundary. The algorithm 
of A . I . creates an objective mental frame that prevents A . I . 
from being subjective in its judgment or from going be-
yond its immediate environment. This structural limita-
tion prevents A . I . from being greater than its program, 
from being self-aware, and from plotting world domina-
tion. Imagination is a unique creative element of human 
consciousness that acts both as a mirror for self-reflection 
and a telescope to see beyond the narrowed vision of the 
present. It is impossible to mathematically transfer this 
subjective productive element to an objective structure. 

T H E ROLE OF I M A G I N A T I O N 
To understand why A . I . cannot imagine, the questions of 
what imagination does and why A . I . needs imagination i n 
order to be conscious must be addressed. Man's ability to 
comprehend the sublimity of images, transcending colors 
and dimensions, depends on imagination. The German 
philosopher Immanuel Kant credits imagination for 
"bringing together the manifold of intuition" of the mind 
so mere images and thoughts can become a source of cog-
nition. By combining sensual experiences with reason 

"Imagination 

and creative 

and emotions to create images and ideas that might not be 
there empirically, imagination unifies sensation and ab-
stract thoughts together giving the mind a medium to com-
prehend the physical world. 1 1 

These reproductive and productive aspects of imagination 
have earned it the ire of ancient philosophers like Plato and 
Augustine. They attack imagination not only for its mim-
icking but also for its corruption of the real. Plato de-
nounces imagination's irrationality and its users—i.e. 
artists, poets—as cor-
rupters of reality.111 

They are mistaken, 
however, on the crucial • _ _ „ „ „ _ J „ , „ „ 
role the irrationality of 
imagination plays in 
cognition. 
Imagination "releases 

thing[s] from their con- jaCUlZy DeCaUSe 
tingent status as facts . . 

and grants them an it is not 

ideal status as possibili- * 
ties . . . " Imagination COnStVlCted 
is a productive and ere- _ 
ative faculty because it TaCZS ana 
is not constricted by 
facts and empirical ac-
tuality. Imagination's 
irrational nature frees 
it from rationality's 
predictability. I f reason 
was the sole cognitive 
faculty then reactions to external stimuli would be solely 
logical and predictable without variations and changes. 
Because of its irrational nature, imagination can see be-
yond the real and into what is possible or impossible be-
yond the fact: the "irreality," and the most important of 
such irrealities is the future—a mental world of tomorrow. 
Imagination channels many different mental faculties— 
e.g. memory, reason, emotion and impulses—when pro-
jecting the images of the possible. And imagination is con-



tinuously active in formulating and projecting futuristic re-
ality throughout a person's life. Every individual wakes up 
each morning and prepares for the day's activities in order 
to satisfy future needs; the individual eats to keep the future 
self alive, sleeps to keep the person awake the next morn-
ing. The past is gone and the present is fleeting, but only 
through the future, with its "irreality" and infinite possibil-
ities, can humans find the reason for continuous survival— 
even i f those dreams are hollow and meaningless.1 This re-
production of reality by the imagination can be detected in 
brain-scans: when the brain imagines, it mimics the actual 
world i n its imagination. One neurobiologist documents 
that "mental activity in the absence of non-mental stimuli 
can result in similar i f not identical neural activity as that 
generated by the material stimuli." 1 One can see that the 
human brain not only reproduces the empirical world 
through imagination, but it also behaves the same way in 
this imaginative world as it would have in the real one. 

The futuristic possibilities conjured by imagination are the 
primary components i n the recognition of the self and its 
freewill. Imagination, by not being a subject to external im-
agery, can see the essence, the platonic form of the object 
without being bound to sensorial boundary. Imagination 
can "engage in a free play [or freedom to create] since no 
definite concept restricts [it] to a particular rule of cogni-
tion." 1 1 1 Because of this freedom to process, imagination 
can examine the mental selfhood of a being outside of the 
being. ! Kant explains that the " I " which thinks does not 
exist under its own prerogative; instead, it is rooted in the 
synthesis between the infinite possibilities and the actual 
reality via the productive imagination. ; x The " I " in 
Descartes' famous philosophical maxim, " I think therefore 
I am," denotes a being that recognizes its mental selfhood. 
To recognize its mental selfhood, the mind must be able to 
separate itself from the rest of reality and put itself in a 
place independent of its body; imagination is this haven 
that gives the mind the freedom to reflect about itself. It is 
only through the realization of its mental selfhood that a 
conscious person recognizes that he has freewill. From the 
abstraction of its mental selfhood, the " I " uses reason to 

TO BE SELF-AWARE, A.I. MUST A C K N O W L E D G E ITS "I" AS AN 

A U T O N O M O U S , F R E E - T H I N K I N G B E I N G . 

identify its complete autonomy within its consciousness. 
Imagination's Delphian vision expands the autonomy of 
the mental self through its formulation of futuristic possi-
bilities. The concept of free wi l l emerges from this mental 
autonomy, and with imagination, the mind decides which 
futuristic possibilities it wants to enact. We can conclude 
that man's mental existence, his " I , " is an existence via 
imagination and reason—they are like lines joined together 
to create a complete plane of cognition; without either one 
to connect to the other, the plane is neither complete nor 
whole. 

Intelligence experts agree that for an A . I . to be called a con-
scious being it must be greater than the sum of its parts— 
streams of meaningless digital characters. To be self-
aware, an A . I . must acknowledge its " I " as an autonomous 
being, free from the orders its creator had placed on it; it 
must also match the human consciousness at both the sub-
lime and irrational levels. With irrational imagination, A . I . 
can envision the infinite possibilities that are beyond its ex-
perience and program. I f the A . I . is bound by the rational-
ity of its program, then it is trapped in a cage it does not 
know exists. Imagination and mental freedom are insepa-
rable; i f devoid of imagination, then A . I . wi l l be nothing 
more than a mirror mimicking the world as is and not as 
the world might be. 
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L I M I T A T I O N S OF F O R M A L I S M 
There are two schools of artificial intelligence: Formalist 
A.I. and Computational Intelligence (Bottom-Up). The for-
mer tries to program a mind into the machine and the lat-
ter tries to develop a mind through education; the differ-
ence between these two approaches is similar to that of 
empiricists and rationalists. Nevertheless, neither school 
can reproduce the imaginative consciousness due to a 
shortcoming they both share: their dependency on algo-
ri thm. 

Formalism believes mental activity is "the carrying out of 
some well-defined sequence of operations [algorithms],"x 

and consciousness is a 
"passive concomitant 
of possession of a suffi-
ciently elaborate con-
trol system and does 
not, in itself, actually 
'do' anything."X l I n 
other words, the 
human mind is a com-
plicated set of mathe-
matical sequences, 
which can be discov-
ered and duplicated. 
Consciousness is the 
side effect of the neural 
network working 
seamlessly together to form the illusion of "oneness." The 
Formalist's theory of cognition is similar to the platonic 
form or Descartes' innate ideas. By programming complex 
logical rules and premises, Formalist A . I . researchers be-
lieve a system of consciousness wi l l emerge from their 
mathematical algorithm. One of the early researchers of 
A . I . , the mathematician and logician Alan Turing, outlines 
the basic principle of cognition i n his hypothetical Turing 
Machine—a machine that runs on an unimaginably large 
and comprehensive algorithm that takes into account every 
conceivable potential input and output. The Turing 
Machine's only function is analyzing the data from the 

ARTIF IC IAL I N T E L L I G E N C E IS CH 

EL IM INAT ING ANY E L E M E N T OF 

input and then releasing an output by following the prepro-
grammed instruction. Both the input and the output are 
codified into numerical forms making it easier to compute; 
the outputs are then translated from numbers into human 
language. Li Most A . I . supporters see the human mind as 
nature's finest and most complicated Turing Machine; the 
mind takes in data through sensations and then reacts ac-
cording to the circumstances. Formalist researchers see 
chess-playing computers as a prime example of what is pos-
sible with the Turing Machine; their machine can out 
"think" the best human chess player when programmed 
with the algorithm of chess. x m 

Despite its promises, 
Formalist A . I . suffers 
from many debilitat-
ing drawbacks. One of 
the drawbacks of 
Formalist A . I . is its 
consumption of huge 
amounts of computer 
power and the vast 
amount of computer 
codes involved, which 
also increases the 
chance of mistake and 
bugs. Formalist re-
searchers acknowl-
edge the computer's 

serial calculation—one calculation at a time—is vastly infe-
rior to the parallel distributed processing (PDP) power of the 
human brain—multiple calculations performed simulta-
neously by the same computational unit. Nevertheless, 
Formalist researchers are confident that a newer and much 
faster supercomputer wi l l overcome the speed limitation. 
Formalist researchers' greatest hope is the quantum com-
puter—a super computer that has overcome the limitation 
of quantum mechanics to compute at an unimaginable 
speed. Quantum computers, researchers believe, can repli-
cate the "oneness" of consciousness that serial computers 
can never reproduce. The physicist John Hopfield ignited 

Al NED TO SETS OF A L G O R I T H M S , 
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a new revolution in computer thinking with his ground-
breaking discovery of spinning atoms behaving like neu-
rons when organized into a neural-like network. This dis-
covery promises a new phase in computer's evolution, one 
that might match the computing power of the brain within 
a few decades. The only remaining, but nevertheless most 
daunting, obstacle is the complicated neural networking 
and algorithm that simulate intelligence. Formalist re-
searchers contend that this challenge wi l l be tremendously 
difficult but not impossible. x l v 

Beside computational speed, the Formalist approach faces 
numerous problems that are not only technologically 
daunting but are also logically impossible to overcome. 
First, the algorithm that runs a Turing Machine is, at its 
most basic level, a series of material conditional—if-then 
statements. Since a serial computer is coded in algorithms, 
it cannot have one flawed instruction; addtionally, each 
axiom is built from the previous one so a mistake would 
create errors throughout the algorithm. The brain contains 
many unreliable elements that can break down when 
stressed; evolution, however, has "[exploited] the fault 
tolerance and functional persistence that PDP 
automatically confers ." v > Since each neuron performs 
only a small margin of the overall work and the job it per-
forms can be handled by another neuron, even i f a tenth of 
all the neurons were to disappear, the overall performance 
would only suffer marginal degradation. In contrast, 
"[Formalist] machines are limited," the philosopher Paul 
Churchland points out, "that is, to computing 
mathematical functions whose inputs and outputs can be 
expressed as ratios of whole numbers."XX) This allegory 
means that the inherently rigid and inflexible structure of 
algorithm must have all of its mathematical sequences 
working harmoniously to produce a rational result, 
represented by whole numbers. I f any input or output 
contradicts its mathematical sequence or produces an 
answer that it does not recognize (e.g. an imaginary num-
ber that has no real existence), the result wi l l be erroneous. 
Basically, Formalist A . I . cannot be irrational by going 
against its program. As a whole, Formalist A . I . is vastly 

inferior to the human mind in term of flexibility and relia-
bility. 

The next obstacle Formalist researchers must face is the 
feasibility of the programming process. Creating a massive 
algorithm requires a large number of programmers work-
ing collectively for a long period of time and the constant 
updating of the algorithm to confront new challenges. 
"The universal Turing Machine is a mimic" of its program-
mers; it is neither autonomous nor independent from the 
programmers' instruction. V 1 1 The Formalist A . I . can be 
sophisticated and complicated, but it can never evolve on its 
own, supplementing and expanding on its older algorithm 
to the extent that it can be free from its own algorithmic 
limitations. In contrast with the Formalist machine, 
human's mental judgment depends upon "complicated in-
terconnected-combination of sense-data, reasoning and 
guesswork."xvlii This guesswork represents the non-algo-
rithmic imagination that gives humans the freedom to not 
only do what is right and logically sound but also to be irra-
tional and fatuous. The structure of Formalist A . I . is the an-
tithesis of imagination because it leaves no room for self-
improvement or self-discovery. The A . I . simply cannot 
defy its rule of cognition, exercise free play or guess. 
Ultimately, A . I . is prisoner to its algorithmic cage. The ul-
timate challenge to a Formalist researcher is the problem of 
algorithm, and it is this limitation that prohibits the cre-
ation of genuine A. I . . Before examining this dilemma fur-
ther, an investigation into the second approach to A . I . is 
necessary. 

T H E B O T T O M - U P A P P R O A C H 
The second school of A . I . programming, known as compu-
tational intelligence (C.I.), or Bottom-Up, approaches A . I . 
from an empirical direction. Bottom-Up researchers aban-
don the cumbersome and complex algorithm for a natura-
listic intelligence. Their method resembles Locke's view of 
cognition where the mind is a "tabula rasa," ready to be 
filled with new experiences and knowledge. Unlike their 
Formalist counterparts, Bottom-Up researchers use robots 
in their experiments. Through trials and errors, these ro-
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bots learn from their mistakes and build on their progress, 
slowly edging toward intelligence. A Bottom-Up robot is 
not preprogrammed with restricted instructions; rather, it 
has the freedom to experience the world as it is. The robot 
is equipped with sensual instruments and a pain-pleasure 
index to record its experiences in a realistic fashion. 
Although most of the Bottom-Up robots learn at an incred-
ibly slow speed (partially due to their small sizes and low 
computational power), they appear to genuinely learn from 
what they are experiencing. From learning how to hold 
forks to recognizing human faces, these robots gather, 
store, and respond to data. Researchers hope that with the 
increase in computer power, they can build a smaller, more 
efficient robot. 1 Unfortunately, despite its promising 
start, the Bottom-Up school faces structural limitations of 
its own and shares the same algorithmic set-back as that of 
Formalist A . I . 

A Bottom-Up robot gathers data differently than a 
Formalist A . I . ; however, it only replaces the programmer 
with natural experiences. The robot still operates under an 
algorithm—one that expands as it learns—therefore, it has 
all the shortcomings of an algorithmic machine. The 
robot's most severe setback is its dependency on empirical 
stimulus: it only cognizes what it has experienced; every-
thing beyond its memory is incomprehensible. The robot 
has no abstract concept of the objects it perceives. It breaks 
down and stores the data it has received without interpret-
ing that data as anything more than data. Moreover, as a re-
active machine, the robot cannot grasp the temporal di-
mension. It cannot take a leap of faith and perform an 
action that it has not experienced before; therefore, it is for-
ever trapped in the present. The phenomenological theory 
of imagination recognizes this shortcoming of perception 
without imagination: 

From perception alone we could never conclude that exten-

sion is integral to thinghood as an eidetic necessity. For if 

we were confined to our immediate perception we could 

not imagine instances where this might not he so, and 

thereby (by process of negation) discover it must be so.xx 

The absence of a priori imagination prevents the robot 
from ever developing an ego to comprehend the "thing-
hood" of the objects it has perceived. To remediate this 
problem, researchers of Bottom-Up must create artificial 
imagination. Their only alternative is to program an a pri-
ori imagination into their robot using a set of algorithm. 
This is where researchers of Bottom-Up confront the same 
impossible challenge as researchers of Formalist A . I . ; both 
schools of artificial intelligence have met an obstacle they 
cannot bypass: programming a conscious algorithm. 

Both the Bottom-Up and Formalist A . I . researchers' faith 
in innovations in computational technology is a gamble 
that wi l l not pay off. Technological advancement in hard-
ware does not mean researchers can produce the software 
to run it. Computer hardware might be able to simulate the 
firing process of neurons and adapt the brain's PDP sys-
tem, thus improving the structural makeup of the machine, 
increasing its speed and efficiency, but the computer's 
basic software remains the same. A serial or a parallel com-
puter wi l l always remain a Turing Machine that needs a so-
phisticated algorithm to run it. A.I.'s last hope, the quan-
tum computer, is also an unlikely source of intelligence. 
Despite its unfathomable speed, quantum computers can-
not perform "non-algorithmic operation."X X 1 The physicist 
Hopfield was only suggesting that "intelligence might arise 
from the quantum theory of mindless atom, without any 
programs whatsoever," hinting at how our own intelligence 
might have evolved but does not promise that it can dupli-
cate the intelligence through programmatic means. x x u I n 
the end, a quantum computer is only a very fast Turing 
Machine. The final case against A . I . not only destroys the 
hope of building an autonomous A . I . through algorithm, 
but i t wi l l also provide evidence supporting the non-algo-
rithmic nature of imagination and human consciousness. 

GODEL'S PROOF A G A I N S T 

A . I . ' S I M A G I N A T I O N 

The final case against genuine A . I . consciousness comes 
from the Austrian logician Kurt Godel and his incomplete-
ness theorem, which states that "no finite set of algorithmic 



W H I L E A.I. CAN B E C O M E I N C R E A S I N G L Y SIMILAR TO T H E 

HUMAN RACE, IT CAN NOT ACH I EVE TRU E HUMANITY 

procedures can generate all arithmetic truths." In other 
words, no system of algorithm or mathematical equation 
can prove itself infallible under its own rule without risking 
a paradox. Because each algorithm needs to have another 
algorithm to validate itself, no algorithm is ever complete. 
Since Formalist A . I . is built from algorithms, it can never 
prove any propositions or ideas that it invents or discovers 
on its own using its own algorithm.™ 1 1 This severe limita-
tion means that A . I . wi l l be far short of full consciousness. 
The human mind, however, faces no such restriction 
thanks to its imaginative faculty. The infinite possibilities 

conjured by imagination allow the mind to sidestep any 
mental restriction placed on it; this means that the mind is 
capable of answering the questions it raises, e.g. a mathe-
matician can discover an unproved theorem and then prove 
his own theorem. Formalist researchers counter by argu-
ing that the mind runs a very complex algorithm that has 
both questions and answers within it. Ironically, the argu-
ment raised by A . I . supporters creates a paradox when ex-
amined more closely. I f A . I . researchers claim to have dis-
covered the algorithm to the human mind, they must 
present a proof that it is indeed the right algorithm. 
According to Godel's indisputable theorem, however, an al-
gorithm cannot examine its own system without fallacy; 
therefore, the human mind cannot safely examine the algo-
r i thm of human consciousness, and i f researchers cannot 
validate this algorithm, then they cannot assert that it is the 
correct algorithm.' iX This paradox dispels both the possi-
bility of ever knowing the algorithm of human conscious-
ness and the possibility of its duplication. The mathemati-
cian Roger Penrose concludes that by convincing 
"ourselves of the validity of Godel's theorem, we not only 
'see' it, but, by so doing, we reveal the very non-algorithmic 
nature of the 'seeing' process itself." 0 • Through Godel, 
one can see the mind operates in a non-algorithmic fash-
ion. The mind does not have an algorithm because imagi-
nation allows consciousness to "emancipate itself from its 
immersion in the world of actuality and to return to a realm 
of pure possibility."-V i A n algorithm can never imagine an 
improbable idea or understand that reality is an "infinite 
metamorphosis"; it only sees the world that it was designed 
to see. 

C O N C L U S I O N 

Imagination is "a power capable of intending the unreal as 
i f it were real, the absent as i f it were the present, the possi-
ble as i f it were actual. , , X X V 1 1 Imagination is a surreal and 
mystical faculty of our consciousness. Descartes once 
questioned the nature of his reality because he did not trust 
his imagination; he fears that reality is a fantastic dream 
created by his imagination. Descartes is right i n his fear be-
cause there is nothing imagination cannot touch, no 
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boundary that it cannot cross. With imagination, reality be-
comes a blur; without imagination, reality has no meaning: 
it is because of this indefinable faculty that the human 
mind remains unique. The flaw with A . I . designers is that 
they "cared relatively little about exactly what processes take 
place inside us, so long as they implement the right input-
output function."X X V I 1 1 Artificial Intelligence is a product of 
a rational system; therefore, it could never act contrary to its 
purpose. It cannot be programmed to create the unreal out 
of the real—doing so would create a counter system to its 
present system. Lacking an independent mental selfhood, 
A . I . is incapable of distinguishing the right from the wrong 
system. Intangible abstractions like time and "thinghood" 
require irrationality as well as rationality. Unfortunately, 
these two properties are counterintuitive to the A.I.'s sys-
tem. A n intelligent machine operates under a mathemati-
cal language that cannot comprehend the meaning behind 
the symbols that represent its being. It is human who as-
signs the meta-mathematical language to the inherently 
meaningless binary. x x l x I n the end, it is human conscious-
ness that interprets the essence behind A . I . Without our 
imaginative mind to give it purpose and meaning, A . I . wi l l 
only exist in a state of reactive behaviors. 

It is doubtless that one day in the near future, humans wi l l 
create a life-like artificial intelligence that wi l l mimic our 
exact behaviors. It wi l l speak with a life-like voice, behave 
like our dearest of companions, and fight like the most pa-
triotic soldier. It wi l l perform its tasks with a level of effi-
ciency we could never match. We wil l relegate more and 
more tasks to our A . I . , becoming more dependent on its 
services than ever before. Some wi l l claim that we have be-
come pets to our own creation. Despite the important roles 
A . I . wi l l play in our society, the human mind wil l remain 
the sole genuine consciousness on this planet. The secret 
of our consciousness remains locked within the Pandora's 
box of our imagination. It is this imagination that has lib-
erated us from an empirical prison; however, when we look 
beyond ourselves, we wi l l realize that we are alone i n our 
freedom. 
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